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Resource Minimization Method Satisfying Delay Constraint for
Replicating Large Contents
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SUMMARY How to minimize the number of mirroring resources un-
der a QoS constraint (resource minimization problem) is an important is-
sue in content delivery networks. This paper proposes a novel approach
that takes advantage of the parallelism of dynamically reconfigurable pro-
cessors (DRPs) to solve the resource minimization problem, which is NP-
hard. Our proposal obtains the optimal solution by running an exhaustive
search algorithm suitable for DRP. Greedy algorithms, which have been
widely studied for tackling the resource minimization problem, cannot al-
ways obtain the optimal solution. The proposed method is implemented on
an actual DRP and in experiments reduces the execution time by a factor of
40 compared to the conventional exhaustive search algorithm on a Pentium
4 (2.8 GHz).
key words: content delivery network, replica placement, dynamically re-
configurable processor, exhaustive search

1. Introduction

Demand continues to grow for downloading rich contents,
for example DVD-quality or high definition videos, through
the Internet. Two factors are the key to meeting this demand:
local content sources and adequate transfer capacity. Opti-
cal networks can provide the high-speed and high-capacity
pipes needed; they are now commonly used in backbone net-
works and can handle bandwidth-consuming applications if
the transfer distances are reasonable. This paper focuses on
the other factor, an shows how to determine where to site
content sources.

Identifying the optimum number and location of con-
tent sources (servers) involves an understanding the trade-
offs between performance and cost. Using just a few servers
is very effective in reducing initial investment costs but
the servers will experience extremely high loads since they
must deal with simultaneous download requests from many
clients. Moreover, the average transfer distance is high
which degrades the QoS and indeed overall network perfor-
mance.

The content delivery network (CDN) was proposed to
improve network resource utilization efficiency for large
contents distribution [1], [2]. CDN consists of two types of
servers: origin server and replica server. The number of ori-
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gin servers is usually one (for each contents provider), and
the many replica servers are spread throughout the service
area. Origin server holds the original contents and delivers
them to the replica servers as needed to ensure user requests
can be satisfied. The contents stored in a replica server are
called replicas. CDN promises high-speed downloads since
the client downloads the data from the server nearest to the
client in terms of network connectivity.

In CDN, replica placement impacts the performance
which includes the load on the origin server and the net-
work since data placement decisions must be made on a per
content basis and be made dynamically in response to user
requests. Minimizing the number of mirroring resources
(servers) under a Quality of Service (QoS) constraint is a
key issue in CDN, so research in this area has been quite
active. A tough problem to select which nodes should host
which replicas.

The distance between two nodes is used as a metric for
QoS in CDN. A request must be resolved by a server within
the distance specified by the request because all clients want
to download contents within the allotted time period. Ev-
ery node knows the nearest replica server that holds the re-
quested data and the request is sent to the replica server that
is closest to the client. The goal is to find a replica place-
ment that satisfies all requests without violating any range
constraint, and that minimizes the update and storage cost at
the same time. This paper emphasizes the optimization of
the number of replicas under the delay constraint.

Replica placement problem is derived from the set
cover problem which is known to be NP-hard [3]. There-
fore, calculation time increases rapidly with network scale.
Greedy algorithms have been widely studied since they yield
sub-optimal solutions reasonably quickly [4]–[11]. How-
ever, it has been proven mathematically that no greedy algo-
rithm can attain the optimal solution [3]. Sub-optimum so-
lutions have higher replicating cost, i.e. the number of repli-
cas, than the optimal solution. The goal then is to secure the
optimal replica placement within some practical time.

Our solution to obtaining the optimal solution to the
replica placement problem is based on combining advanced
processors with suitable algorithms. It is not realistic to ob-
tain the optimal solution with a Neumann-type processor
given the number of all solution candidates. To drastically
reduce the calculation time, we propose a novel approach
that uses an exhaustive search algorithm that suits the paral-
lelism offered by a dynamically reconfigurable parallel pro-
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cessor (DRP). The proposal is the marriage of advances in
software and hardware.

Our proposal is implemented on a commercially avail-
able DRP, DAPDNA-2 of IPFlex Inc [12]. DAPDNA-2
consists of a Digital Application Processor (DAP), a high-
performance RISC core, and Digital Network Architecture
(DNA), a dynamically reconfigurable two-dimensional ma-
trix. DNA is embedded in an array of 376 Processing El-
ements (PEs), which are comprised of computation units,
memory, synchronizers, and counters. The PE Matrix cir-
cuitry can be reconfigured freely into the structure that best
suits the current application.

It is not feasible to solve the large-scale replica place-
ment problem on a program counter-based processor. Our
proposed algorithm divides the problem in an optimal man-
ner and subjects the pieces to pipeline operation. Whereas
the time complexity of conventional exhaustive search using
Beeler’s algorithm [13] is O(nCk), the time complexity of the
proposed algorithm is O(

√
nCk). Experiments show that the

proposed method reduces the execution time by a factor of
40 times compared to conventional exhaustive search using
Beeler’s algorithm on a Intel Pentium 4 (2.8 GHz).

The rest of this paper is organized as follows. Section 2
details the related work on the replica placement problem
and combination algorithm. In Sect. 3, we propose a fast so-
lution to the replica placement problem; it divides the candi-
dates and pipelines them on a DAPDNA-2. Section 4 eval-
uates the performance of our implementation. Finally, we
conclude this paper in Sect. 5.

2. Replica Placement Problem

The network is represented by an undirected graph G =

(V, E), where V is the set of servers, and E ⊆ V × V de-
notes the set of network links among the servers. Each link
(u, v) ∈ E is associated with a cost d(u, v) that denotes the
communication cost of the link between servers u, v. We
assume that the graph is connected, so that one server can
connect to any other server via a path. We define the com-
munication cost of a path as the sum of the communication
cost of the links along the path. Because we assume that
each server knows the nearest replica, we define d(u, v) be-
tween two servers u, v to be the communication cost of the
shortest path between them. Every server u has a storage
cost s(u), which denotes the cost to put a replica on server
u. Different servers usually have different storage costs.

Figure 1 illustrates replica placement. The numbers in
the circles are server indices between 0 and n − 1, where n
is the total number of servers. The number on a link is the
communication cost of the link.

Each server in the network serves multiple clients, al-
though we don’t illustrate the clients in Fig. 1. A client sends
its request to its associated server, which then processes the
request. If the local server has the requested data, the re-
quest is processed locally. Otherwise, the request is directed
to the nearest server that has the replica. In addition, we ig-
nore the communication cost from clients to servers because

Fig. 1 Origin server and replica servers {1, 5} can cover all nodes when
the quality requirement is 8.

it doesn’t impact the replication decision.
Without loss of generality, we assume that server 0 is

origin server r. Initially, only the origin server has the con-
tents. A replica server is a server that has replicated con-
tents. A replication strategy, R ⊆ V − {r}, is a set of replica
servers.

We use the replication cost to evaluate replication
strategies. The replication cost T (R) of replication strategy
R is defined as the sum of storage cost S (R) and update cost
U(R).

T (R) = S (R) + U(R) (1)

Storage cost: The storage cost of replication strategy R is
the sum of all storage costs of the replica servers.

S (R) =
∑
v∈R

s(v) (2)

Update cost: In order to maintain data consistency, origin
server r issues update requests to every replica server. We
assume that there is an update distribution tree T , which
connects all servers in the network. For example, we use
a shortest path tree rooted at the origin server as the update
distribution tree. Origin server r multicasts update requests
through links on this tree until all replica servers in R receive
the update request. Every node receives the update request
from its parent and relays these requests to its children ac-
cording to the update distribution tree.

Let p(v) be the parent of node v in the update distribu-
tion tree, and Tv be the subtree rooted at node v. If Tv∩R � φ,
link (v, p(v)) participates in the update multicast. As a result,
the update cost is the sum of the communication costs from
these links (v, p(v)). For example, if the replication strategy
R is {1, 5} in 1, then the update cost is 11 + 15 = 26.

U(R) =
∑

v�r,Tv∩R�φ

d(v, p(v)) (3)

Every server u has a service quality requirement q(u).
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The requirement mandates that all requests generated by u
will be served by a server at less than q(u) communication
cost. We assume that every server in the network knows the
replica server nearest to itself. If a request is served by the
nearest replica server within q(u), the request is satisfied,
otherwise, the request is violated. If all requests in the sys-
tem are satisfied, the replication strategy is called feasible.

min
w∈R∪r

d(v, w) ≤ q(v) (4)

The replica placement problem is to find the feasible repli-
cation strategy that minimizes the replication cost in Eq. (1)
[10]. As an example, we assume that the quality require-
ment is 8 for all servers and the replication strategy is {1,
5} in Fig. 1. We can verify that the replication strategy to-
gether with the origin server can satisfy all requests within
the network. The replication strategy {1, 5} covers all nodes
in Fig. 1. The replica placement problem is derived from the
set cover problem which is known to be NP-hard [3]. The
definition of the set cover problem is as follows.

Minimum Weight Set Cover Problem: Let U be the
universal set and S be the family of U. The solution is sub-
family S such that the weight is minimized and

⋃
S ∈S S = U

is satisfied.
The replica placement problem is NP-hard because the

minimum weight set cover problem is known to be NP-hard.
Several greedy algorithms have been proposed to decrease
the calculation time [4]–[11]. Johnson proposed a greedy al-
gorithm against the minimum weight set cover problem [4].
This algorithm is a straightforward heuristic. The time com-
plexity is proportional to n. In [5], [8], fan-out based replica
placement algorithms were proposed. They put replicas on
servers in descending order of server degree. Kangasharju
et al. proved that their target replica placement optimiza-
tion problem is NP-complete, and proposed some heuristic
algorithms [9]. Tang et al. investigated QoS-aware replica
placement problems to elucidate QoS requirements, and
proposed the l-Greedy-Insert and l-Greedy-Delete algorithm
[10]. They showed that the QoS-aware placement problem
for replica-aware services was NP-complete. Wang et al.
proposed a heuristic algorithm called Greedy-Cover [11].
Experiments indicated that the proposed algorithm found
near-optimal solutions effectively and efficiently. Karlsson
et al. provided a framework for evaluating replica placement
algorithms [7], and compared several replica placement al-
gorithms [6]. [6] also provides a comprehensive survey of
replica placement algorithms. However, note that it has been
proven mathematically that no greedy algorithm can obtain
the optimal solution [3]. Therefore, to get the optimal solu-
tion, a fast exhaustive search algorithm is required.

Exhaustive search algorithms generally consist of the
following three procedures.

1. Generate all solution candidates, in other words all
replication strategies

2. Check each solution candidate as to whether all nodes
are covered

3. Calculate the replicating cost of each solution candi-

date

The above procedures are executed over all of replication
strategies, and the optimal solution is selected. The par-
allelization of procedures 2 and 3 is easily achieved be-
cause the replication strategies are completely independent
in these procedures. However, the parallelization of proce-
dure 1 is not easy, so procedure 1 is likely to become a bot-
tleneck. Therefore, we focus on a solution candidate gener-
ation scheme to speed up the exhaustive search algorithm in
this paper.

Exhaustive search algorithms to solve the Boolean Sat-
isfiability Problem (SAT), which is an NP-hard problem
as well as the set cover problem, have been implemented
on FPGAs [14]–[17]. Instance-specific hardware is em-
ployed to reduce the execution time in these implementa-
tions. Thus, we have to re-generate instance-specific hard-
ware for each problem instance, i.e. the hardware compila-
tion, which is a significant overhead, is required. In addition,
the problem instance is limited in the implementations of
[15], [17] since it was assumed that the forms of the boolean
expressions they contained were limited.

3. Proposed Method

Combinatorial algorithms can be applied to problems de-
rived from the set cover problem, such as the replica place-
ment problem. The calculation time of the replica place-
ment problem increases rapidly with network scale. We pro-
pose a new method that generates and tests all combinations
rapidly to obtain the optimal solution in a feasible time. Our
proposed method divides combinations into different groups
which are executed in parallel. The first data of each group
are entered per clock cycle following pipeline operation. We
implemented Beeler’s algorithm [13], which can generate
all combinations in ascending order, on DAPDNA-2.

Figure 2 shows the pipeline operation when 6C3 is di-
vided into 4 groups. 1st, 6th, 11th and 16th data are in-
put data because 20 combinations are divided into 4 groups.
DNA matrix outputs Data2, Data7, Data12 and Data17,
which are the next input data in Fig. 2. The result of the
last group is delayed by 3 clocks compared to that of the
first group. The overall execution time is about 75 percent
shorter than the original execution time.

There are two problems that need to be solved. First,
how can we calculate the first data of each group when the

Fig. 2 First data of each group are entered per clock cycle by pipeline
operation. DNA matrix outputs Data2, Data7, Data12 and Data17, which
are the next input data.
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combinations are divided into different groups? Beeler’s al-
gorithm can generate all combinations in ascending order
but there are data dependencies. It’s difficult to calculate any
order pattern because the difference between neighboring
patterns is not constant. We solve this problem by proposing
an algorithm that can generate patterns in any order.

Second, what is the optimal number of divisions in
terms of minimizing the overall number of calculation
clocks needed? Increasing the number of divisions de-
creases the overall calculation clock number but there is a
lower limit beyond which the overall clock number starts
to increase. The optimal number of divisions depends on
the number of combinations and the calculation clocks of
Beeler’s algorithm. In order to solve this problem, we tack-
led the theory behind the optimal number of divisions.

3.1 Beeler’s Algorithm and Any-Order Pattern Algorithm

M. Beeler et al. proposed an algorithm that generates all
combinations and picks k outcomes from n possibilities
[13]. These combinations can be expressed in n-digit binary
form. For example, 010110 represents (2, 3, 5) when n = 6.
Combinations can be ordered as follows; (2, 3, 5) < (2, 4, 5)
because 010110 < 011010. Beeler’s algorithm can gener-
ate all combinations from 000111 to 111000 in order. The
details of the algorithm are as follows.

1. Let S 1 be the pattern in which all bits are unset except
for the least significant bit of combination X.

2. R = X + S 1

3. Let S 2 be the pattern in which all bits are unset except
for the least significant bit of combination R.

4. S 3 = (S 2/S 1) 
 1 − 1
5. Y = R|S 3 is next to X.

When n = 6, k = 3, X = 001110, for example, Y is calcu-
lated as follows.

1. S 1 = 000010
2. R = X + S 1 = 010000
3. S 2 = 010000
4. S 3 = (S 2/S 1) 
 1 − 1 = 001000 
 1 − 1 = 000011
5. Y = R|S 3 = 010011

We propose a new algorithm that generates any order
pattern in combinations sorted in ascending order. The fol-
lowing equation is generally true.

nCk =

n−1∑
i=k−1

iCk−1 (5)

If you want to get m-th pattern, find x1, which is the smallest
value among the values of x satisfying Eq. (6). iCk−1 corre-
sponds to the number of the patterns whose i-th bit is the
most significant bit, and where the number of 1’s between 0
and the (i−1)-th bit is k−1. Therefore, x1 means the patterns
that include the m-th pattern, and the highest bit to be set at
1 of the patterns is the x1-th bit.

x∑
i=k−1

iCk−1 ≥ m (k − 1 ≤ x1 ≤ n − 1) (6)

x1Ck−1 means the number of the patterns whose x1-th bit is
the most significant and the number of 1’s between 0 and
(x1 − 1)-th bit is k− 1 because the number of 1’s is k in total.
Hence, the x1-th bit of the m-th pattern is 1. The m-th pattern
corresponds to m − ∑x1−1

i=k−1 iCk−1-th in x1Ck−1. Replace m as
follows.

m→ m −
x1−1∑

i=k−1

iCk−1 (7)

Next, find x2, which is the smallest value among the value
of x satisfying the following inequality.

x∑
i=k−2

iCk−2 ≥ m (x ≤ x1 − 1) (8)

x2Ck−2 represents the patterns whose highest bit to be set at
1 is the x2-th bit and there are k−2 1’s between 0 and x2−1.
Hence, the x2-th bit of the pattern is 1. x1, x2, · · · , xk can be
obtained by repeating k times in a similar way. Setting the
corresponding bits to 1 yields get the m-th pattern.

For example, the 6th pattern (m = 6) in 6C3 can be
obtained as follows.

6C3 =2 C2 +3 C2 +4 C2 +5 C2 = 1 + 3 + 6 + 10 (9)

Apply the Eq. (5) to 4C2 because 4C2 includes the 6th pat-
tern. Hence, x1 = 4,m→ 2.

4C2 =1 C1 +2 C1 +3 C1 = 1 + 2 + 3 (10)

Apply the Eq. (5) to 2C1 because 2C1 includes the 2nd pat-
tern. Hence, x2 = 2,m→ 1.

2C1 =0 C0 +1 C0 = 1 + 1 (11)

The 1st pattern corresponds 0C0. Hence, x3 = 0. Setting the
corresponding bits to 1 yields the 6th pattern, 010101.

3.2 Optimal Number of Divisions

Let a be the number of clocks taken to calculate any order
pattern and b be the number of clocks to execute Beeler’s
algorithm. b (nCk − 1) clocks are required to generate all
combinations and pick k outcomes from n possibilities. iC j

is the number of j-selections from i elements, where i, j are
nonnegative integers. When we divide the combinations into
2 groups, a+ b(nCk−1)

2 +1 clocks are required. When we divide
the combinations into 3 groups, 2a + b(nCk−1)

3 + 2 clocks are
required. When we divide the combinations into x groups in
a similar way, y clocks are required as follows.

y = (x − 1)a +
b(nCk − 1)

x
+ x − 1

=
b(nCk − 1)

x
+ (a + 1)x − a − 1 (12)

According to a relationship between arithmetic mean and
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geometric mean,

y =
b(nCk − 1)

x
+ (a + 1)x − a − 1

≥ 2

√
b(nCk − 1)

x
(a + 1)x − a − 1

= 2
√

b(nCk − 1)(a + 1) − a − 1 (13)

The equality is satisfied if and only if b(nCk−1)
x = (a + 1)x.

Hence

x =

√
b(nCk − 1)

a + 1
(14)

This is the optimal number of divisions.

3.3 Implementation on DAPDNA-2

Let n be the number of nodes except for the origin server
and k(≤ n) be the number of replicas. In our implementa-
tion, n ≤ 32 because the word size of PE is 32-bits long.
For example, we generate all combinations from 0000011
to 1100000 when n = 7, k = 2. Each node is represented
as 32-bit data. Let the i-th bit be 1 if this node covers node
i. In Eq. (4), the v-th and w-th bits of node w are 1 because
node w covers v. This information is called the cover data of
node w. If OR between the cover data of all replica servers
and that of the origin server yields 1111111, the replication
strategy covers all nodes. For example, the replication strat-
egy is node {1, 5} when the combination is 0010001. The
following equations are true in Fig. 1.

d(2, 0) ≤ q(2), d(3, 0) ≤ q(3), d(7, 0) ≤ q(7)

d(2, 1) ≤ q(2), d(4, 5) ≤ q(4), d(6, 5) ≤ q(6)

One strategy is node 0 (1000110), node 1 (0000011),
and node 5 (0111000). This replication strategy covers
all nodes because the result of the OR operation between
the cover data of the these nodes equals 1111111. If sev-
eral replication strategies cover all nodes, we choose the
minimum-cost replication strategy.

After calculating the optimal number of divisions, our
proposed algorithm consists of following 3 processes.

1. Calculate the first replication strategy of each group by
using the algorithm described in Sect. 3.1.

2. Execute Beeler’s algorithm.
3. Using the corresponding cover data, check that all

nodes can be covered.

The result of process (1), which is executed by DAP, is
stored in main memory. DNA reads this result from main
memory and executes processes (2) and (3) in pipeline man-
ner. The hardware compilation for each problem instance
is not required since our implementation is not instance-
specific, but application-specific. In addition, it can be gen-
erally applied to combinatorial optimization problems in-
cluding the set cover problem.

To support network with more than 32 nodes, we have

to make a small modification to the implementation; the
algorithm remains basically the same. Several words are
required to express a replication strategy and cover data.
Therefore, several words are treated as one data unit in the
implementation for over 32 nodes.

4. Performance Evaluation

In this section, we compare the execution time of a
DAPDNA-2 (166 MHz) with that of a Pentium 4 (2.8 GHz).
Let k be the number of replicas and n be the number of
nodes, except for the origin server, and d be the number of
partitions.

Figure 3 shows the execution time to generate all com-
binations when k = 8, in other words, 25 percent of all nodes
hold replicas. This percentage is derived from the result
shown in [11]. This reference shows that the average num-
ber of replicas is 25 percent. Black plots represent the con-
ventional exhaustive search using Beeler’s algorithm on the
Pentium 4, and white plots represent the proposed method
on the DAPDNA-2. Circle plots represent the theoretical
execution time, and square plots represent the experimental
execution time. Figure 3 has some margin of error between
theoretical and experimental times, but both demonstrate the
same overall tendency. In the proposed method, the execu-
tion time increases slowly with n because DAPDNA-2 cal-
culates in parallel using a pipeline operation. When n = 30,
DAPDNA-2 reduces the execution time by a factor of 40
compared to Pentium 4. It is noted that the clock frequency
of DAPDNA-2 is only 1/17th that of the Pentium 4. Such
large performance gain cannot not be attributed to only the
difference in processor architecture. The performance gain
is the result of combining the parallel processing of DRP
with the proposed algorithm.

Figure 4 shows the theoretical execution time when k
is 25 percent of the number of nodes, n. Let a be the cal-
culation clock of any-order algorithm and b be the calcula-

Fig. 3 DAPDNA-2 can reduce the execution time by 40 times compared
to Pentium 4 when the number of nodes is 30.
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Fig. 4 Theoretical execution time versus the number of nodes when the
number of replicas k is 25 percent of the number of nodes n.

Fig. 5 Theoretical execution time versus the number of nodes when the
number of replicas k is 12.5 percent of the number of nodes n.

tion clock of Beeler’s algorithm. The measured values are
a = 330, and b = 33. Let tc be the theoretical execution time
of the Pentium 4 and tp be the theoretical execution time of
the DAPDNA-2. tc, tp are as follows.

tc =
b(nCk − 1)
2.8 × 109

(sec) (15)

tp =
2
√

b(nCk − 1)(a + 1) − a − 1
166 × 106

(sec) (16)

While the Pentium 4 requires about 7 days to generate all
combinations when the number of nodes, n equals 60, the
execution time of the proposed method is about 9 seconds.
This is because the time complexity of proposed algorithm
is O(

√
nCk). As a result, the proposed algorithm is scalable

against the number of nodes, n. Figures 5, 6, 7 show the
theoretical execution time when k is 12.5 percent, 50 per-

Fig. 6 Theoretical execution time versus the number of nodes when the
number of replicas k is 50 percent of the number of nodes n.

Fig. 7 Theoretical execution time versus the number of nodes when the
number of replicas k is 75 percent of the number of nodes n.

cent, and 75 percent of the number of nodes, n, respectively.
The dashed lines in the figures correspond to the value of 1
day. When k is equal to 12.5 percent of the number of nodes
and n = 88, the conventional method requires over 4 days to
generate all combinations. On the other hand, the execution
time of proposed method is about 7 seconds. If k is 50 per-
cent of the number of nodes and n = 48, the conventional
method takes about 4 days, while our proposal takes only
7 seconds. The result when k is 75 percent of the number
of nodes equals that when n is 25 percent of the number of
nodes. This is because the execution time is a function of
nCk and the equation nCk = nCn−k is always true. Until k
reaches 50 percent of the number of nodes, the execution
time increases. Therefore, when the value of k is small, we
can extract the optimal replica placement for a large network
within a certain value of the execution time.
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Fig. 8 Theoretical execution time versus the number of partitions.

Figure 8 shows the execution time of the DAPDNA-
2 versus d when k = 8. Cross plots represent 25 nodes
and triangular plots represent 27 nodes. Optimal number of
divisions is calculated by Eq. (14). d = 328 when n = 25
and d = 472 when n = 27. The execution time increases if
d exceeds the optimal value.

Next, we compare the optimality of the replica place-
ments yielded by a greedy algorithm and the proposed al-
gorithm. The greedy algorithm employed in the evaluation
is the algorithm proposed in [11], Greedy-Cover algorithm.
We conducted simulations on 10000 different topologies.
The topologies were generated by NetworkX library [18],
and we used a random graph model (gnm random graph in
NetworkX). It is assumed average degrees of a node is 4,
and service quality requirement q(u) = 16, 20, 24. The cost
of a link is uniformly distributed between 1 and 15. Fig-
ure 9 compares the average optimality of Greedy-cover to
that of the proposed algorithm. In the evaluation, optimality
is defined as follows.

optimality =
s
o

(17)

where s is the number of replicas obtained by the replica
placement algorithm, and o is the optimal number of repli-
cas. From Fig. 9, the optimality of the Greedy-cover algo-
rithm tends to increase with the number of nodes. On the
other hand, the optimality of the proposed algorithm is al-
ways 1 since our proposal is based on exhaustive search, and
can always obtain the optimal solution. When q(u) is large,
the optimality of Greedy-cover algorithm is getting near that
of the proposal. It is because in case that the cover area is
large the total number of replicas is decreasing in both of
Greedy-cover and the proposed algorithm.

Figure 10 shows the execution time of Greedy-Cover
and the proposed algorithm. The execution time is the av-
erage value over 10000 topologies and the parameters are
as same as those used in the simulation of Fig. 9. The exe-
cution time of Greedy-Cover algorithm is always less than

Fig. 9 Comparison of the optimality of Greedy-Cover and the proposed
algorithm.

Fig. 10 Comparison of the execution time of Greedy-Cover and the
proposed algorithm.

that of the proposed algorithm for the same q(u). The execu-
tion time of the proposed algorithm is only 1.6 to 3.9 times
as large as that of Greedy-Cover algorithm even though the
proposed algorithm can always obtain the optimal solution.
The factor of the execution time decreases as the number of
nodes is increased. Thus, according to Fig. 9 and 10, the
proposed algorithm is effective when the number of nodes
is large or q(u) is small.

5. Conclusion

The distribution of large contents is a promising application
in the era of optical networks, but care is needed to keep
the costs feasible. The content delivery network can achieve
high resource efficiency in large content distribution if the
placement of replica servers is optimal. In order to obtain
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the optimal solution, we have developed a novel approach
that is based on the use of DRPs while the conventional ap-
proaches are based on sequential processors. We have also
proposed a fast calculation method for exhaustive search
that well suits the DRP by fully utilizing the parallelism of-
fered by this type of processor. Our proposed method op-
timally divides the combinations and subjects the pieces to
pipelined processing. We propose a new algorithm that gen-
erates any order pattern in combinations that are sorted in as-
cending order, and derived the optimal number of divisions
theoretically. In addition, we implemented the proposed al-
gorithm on a commercially available DRP, DAPDNA-2, de-
veloped by IPFlex Inc. While the time complexity of con-
ventional method is O(nCk), the time complexity of the pro-
posed algorithm is O(

√
nCk).

Experiments have showed that the execution time of
the proposed algorithm increases slowly as n increases be-
cause DAPDNA-2 calculates in parallel using pipeline op-
erations. When n = 30, DAPDNA-2 reduces the execution
time by a factor of 40 compared to that needed by a Pentium
4.
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