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SUMMARY This paper proposesd a non-blocking multi-
stage ATM switch based on a hierarchical-cell-resequencing
(HCR) mechanism and high-speed WDM interconnection and re-
ports on its feasibility study. In a multi-stage ATM switch, cell-
based routing is effective to make the switch non-blocking, be-
cause all traffic is randomly distributed over intermediate switch-
ing stages. But due to the multi-path conditions, cells may arrive
out of sequence at the output of the switching fabric. Therefore,
resequencing must be performed either at each output of the fi-
nal switching stage or at the output of each switching stage. The
basic HCR switch performs cell resequencing in a hierarchical
manner when switching cells from an input-lines to a output-line.
As a result, the cell sequence in each output of the basic HCR
switch is recovered. A multi-stage HCR switch is constructed
by interconnecting the input-lines and output-lines of these ba-
sic HCR switches in a hierarchical manner. Therefore, the cell
sequence in each final output of the switching fabric is conserved
in a hierarchical manner. In this way, cell-based routing becomes
possible and a multi-stage ATM switch with the HCR mecha-
nism can achieve 100% throughput without any internal speed-
up techniques. Because a large-capacity multi-stage HCR switch
needs a huge number of high-speed signal interconnections, a
breakthrough in compact optical interconnection technology is
required. Therefore, this paper proposes a WDM interconnection
system with an optical router arrayed waveguide filter (AWGF)
that interconnects high-speed switch elements effectively and re-
ports its feasibility study. In this architecture, each switch ele-
ment is addressed by a unique wavelength. As a result, a switch
in a previous stage can transmit a cell to any switch in the next
stage by only selecting its cell transmission wavelength. To make
this system feasible, we developed a wide-channel-spacing op-
tical router AWGF and compact 10-Gbit/s optical transmitter
and receiver modules with a compact high-power electroabsorp-
tion distributed feedback (EA-DFB) laser and a new bit decision
circuit. Using these modules, we confirmed stable operation of
the WDM interconnection. This switch architecture and WDM
interconnection system should enable the development of high-
speed ATM switching systems that can achieve throughput of
over 1Tbit/s.
key words: ATM, non-blocking, multi-stage switch, WDM, in-

terconnection

1. Introduction

The rapid growth of Internet traffic and demands
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for high-speed real-time-data services require a high-
speed multimedia infrastructure. Asynchronous trans-
fer mode (ATM) is a key technology for creating fu-
ture multimedia networks that support these multi-
media services [1]. The increasing demands for these
services will require a switching system that can offer
1 Tbit/s throughput [2].

A multi-stage switch architecture is a feasible and
cost-effective way to make such a system. A three-
stage Clos architecture is the best architecture in terms
of switch scalability because it can be expanded easily
using the same switching block, but it has two basic
problems [3]–[5]. One is that if connection-based rout-
ing (in which all cells belonging to the same virtual
channel (VC) take the same path through the multi-
stage switch) is used, this architecture needs resource
management in the switches in the intermediate stage
to avoid overloading conditon caused by multiple VCs
concentrating on the same output and exceeding its ca-
pacity. An effective way to eliminate the need for re-
source management in the intermediate stage is to use
cell-based routing (in which cells belonging to the same
VC may take different paths through the multi-stage
switch). However, cell-based routing may cause some
cells to arrive out of order at the output of the switch-
ing fabric. Therefore, a cell resequencing function is
necessary to correct this cell sequence disorder. The
second basic problem is that a huge number of high-
speed signal interconnections are necessary for a high-
speed multi-stage ATM switch. For example, N × N
(full mesh) interconnection is necessary in the three-
stage Clos architecture. From the viewpoint of switch
performance, it is better to use an I/O line speed of
10 Gbit/s for a Tbit/s ATM switch; however, the larger
the switch size becomes, the more difficult it becomes
to interconnect N × N unit switches in a feasible and
cost effective manner.

This paper proposes a non-blocking multi-stage
ATM switch based on a hierarchical-cell-resequencing
(HCR) mechanism. An HCR switch employs cell-based
routing, so it needs to have a cell resequencing function.
The basic HCR switch element is constructed from a
crosspoint-buffer-type switch and each crosspoint in the
basic HCR switch is interconnected in a hierarchical
manner to the output. When both the upper and lower



272
IEICE TRANS. COMMUN., VOL.E82–B, NO.2 FEBRUARY 1999

Fig. 1 Logical structure of three-stage HCR switch.

crosspoints have a cell to transmit, the HCR mechanism
compares the time stamps in the internal cell headers,
which indicates the times at which the cells were is
sent to the HCR switch, and switches the cell having
the smaller time stamp to the output. This time stamp
comparison is repeated for every crosspoint in a hierar-
chical manner. Thus, a basic HCR switch performs cell
resequencing and cell switching in a hierarchical man-
ner at the same time. In a multi-stage HCR switch,
each output of an HCR switch is interconnected with
an input of the next stage’s HCR switch. As a result, a
multi-stage hierarchical cell resequencing network can
be constructed from these switches. Therefore, per-
fect cell resequencing is performed at each output of
the multi-stage switching fabric and a multi-stage HCR
switch can achieve 100% throughput without any inter-
nal speed-up techniques.

From the implementation point of view, a high-
speed N × N interconnection system is necessary to
interconnect basic HCR switches. To make this multi-
stage HCR switch system feasible, a compact intercon-
nection technology is necessary. This paper proposes a
high-speed WDM interconnection system and reports
on a feasibility study of a 640-Gbit/s system. The pro-
posed WDM interconnection system uses an N -channel
optical router arrayed waveguide filter (AWGF) with
perfect optical frequency periodicity. The study showed
that N ×N optical interconnection was achieved with
only one optical router and N signal wavelengths. To
make the 640-Gbit/s WDM interconnection system, we
developed compact 10-Gbit/s optical transmitter and
receiver modules and a wide-channel-spacing optical
router AWGF. Using these modules, we demonstrated
640-Gbit/s WDM interconnection.

The remainder of this paper is organized as fol-
lows. Section 2 presents the basic-HCR switch archi-
tecture and explains how to expand it to a multi-stage
one. Switch performance is also reported. Section 3

describes the WDM interconnection system. Section 4
presents a prototype of the 640-Gbit/s WDM inter-
connection system and the 10-Gbit/s transmitter and
receiver modules and optical router AWGF. Finally,
Sect. 5 summarizes the key points.

2. High-Speed Multi-Stage ATM Switch with
Hierarchical Cell Resequencing Mechanism

2.1 Basic HCR Switch and Multi-Stage HCR Switch
Design

The logical structure of a three-stage HCR switch is
shown in Fig. 1. This switch uses cell-based routing,
and cell resequencinge is performed independently at
each basic HCR switch by checking the time-stamps
in the internal cell headers. To control the time-
stamps and the cell-switching-route, the multi-stage
HCR switch has a time-stamp/routing-bit controller
(TR-CNTL) at each of its inputs. This has a syn-
chronous counter that is synchronized with the cell
time and incremented by one during in each cell time,
in order to control the time-stamps. When a cell en-
ters the multi-stage HCR switch, the value of the syn-
chronous counter is written in the header of the cell
as a time-stamp. Thus, the time-stamp records the
time at which the cell arrives at the multi-stage HCR
switch and this time-stamp is used universally through-
out the multi-stage HCR switch. When no cells en-
ter the multi-stage HCR switch, TR-CNTL creates a
dummy cell and the value of the synchronous counter
is written in its header. The dummy cell informs the
later basic HCR switches that no cell is arrived at the
to multi-stage HCR switch at the time indicated by
its time-stamp. This information is used for the sake
of correct time comparison in basic HCR switches and
to achieve a small cell transfer delay in a multi-stage
HCR switch. The TR-CNTL also controls routing bits
(RBs) in the internal cell header. The RBs indicate the
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Fig. 2 Basic HCR architecture with time-stamp-based cell sellection.

cell-switching-route that determines the second switch
to use when switching a cell. The TR-CNTL cycli-
cally change these RBs in synchronized with the cell
time. This balances the load in the second switch, so
no internal-speed-up technique is necessary to make the
multi-stage HCR switch non-blocking.

The basic HCR switch performs cell switching and
resequencing at the same time in switch elements. Its
block diagram is shown in Fig. 2. It uses a scalable-
distributed-arbitration (SDA) scheme when it switches
a cell to an output port [6], [7]. The basic HCR switch
is a crosspoint-buffer-type switch. Each crosspoint is
constructed from a crosspoint buffer, a transit buffer,
an arbitration-control part (CNTL), and a selector. A
crosspoint buffer sends a request (REQ) to CNTL if it
has at least one cell stored in it. Likewise, the transit
buffer also sends REQ to CNTL if it has at least one
cell stored in it. A transit buffer stores several cells
that are sent from either the upper crosspoint buffer
or the upper transit buffer. If the transit buffer is full,
it sends a not-acknowledgment (NACK) to the next-
upper CNTL. When this upper CNTL receives a NACK
signal, it stops sending cells to the lower transit buffer.
If a CNTL does not receive NACK from the next lower
transit buffer, it selects a cell to transmit within one
cell time. The upper-most CNTL always selects a cell in
the crosspoint buffer because the upper-most crosspoint
does not have a transit buffer. Then the selected cell is
sent through a selector to the next lower transit buffer
or to the output line in the lowest selector.

The cell selection is performed according to a time-
stamp-based cell selection rule, which determines which
cell should be sent as follows.

Case 1: If either the transit buffer or the cross-
point buffers has no cells to transmit, all of the CNTLs
stop selecting a cell to transmit to avoid causing cell
sequence disorder in the switch.

Case 2-1: If both the crosspoint and transit buffers

have cell that is not a dummy cell to release, the cell
with the smaller time stamp is selected. If the time
stamp of the cell in the crosspoint buffer equals that in
the transit buffer, CNTL determines which cell should
be transmitted using a second cell selection rule [7].
Let us consider the k-th crosspoint and transit buffer
from the top. The second rule is that the k-th cross-
point buffer is selected with probability 1/k, while the
k-th transit buffer is selected with probability (k−1)/k
because the k-th transit buffer is interconnected with
k − 1 upper crosspoints, so the probability (k − 1)/k
represents cell transmission from k − 1 upper cross-
points. Using this second cell selection scheme, this
switch can fairly select a cell to transmit when both
cells have equal time stamp values.

Case 2-2: If the crosspoint buffer has at least one
cell to transmit and the transit buffer has a dummy cell,
the cell with the smaller time stamp is selected. If the
time stamp of the cell in the crosspoint buffer equals
that of the dummy cell in the transit buffer, CNTL
selects the cell in the crosspoint buffer for transmission
because this cell has a high priority.

Case 2-3: If the transit buffer has at least one cell
to transmit and the crosspoint buffer has a dummy cell,
the cell with the smaller time stamp is selected. If the
time stamp of the cell in the transit buffer equals that of
the dummy cell in the crosspoint buffer, CNTL selects
the cell in the transit buffer for transmission because
this cell has a high priority.

In the above queuing processes, if either crosspoint
buffer or transit buffer or both buffers have a dummy
cell, then they do not treat it as the tail of the queue,
and a transit buffer that has a dummy cell does not
send a NACK signal to the upper CNTL. Therefore
the dummy cell in the crosspoint buffer or transit buffer
is overwritten by a new cell coming from the previous
HCR switch’s output or upper CNTL to avoid an ex-
cessive increase in load.
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In this way, the basic HCR switch performs cell
resequencing at each crosspoint in a hierarchical man-
ner. The concept of cell resequencing is also shown
in Fig.2. After switching, the upper input lines are
concentrated one-by-one to lower input lines until the
final output line. When two lines are concentrated into
one line, cell resequencinge is performed by the time-
stamp-based cell selection algorithm. As a result the
cell sequence is conserved at each output of the basic
HCR switch.

We can expand the switching capacity by inter-
connecting several basic HCR switches in a multi-stage
manner. A three-stage HCR switch architecture is most
attractive from the viewpoint of switch scalability. To
achieve non-blocking operation without any internal
speed-up techniques, cell-based routing is necessary.
Thus incoming cells are distributed over switches in the
second stage to balance the traffic load of the second
stage. As a result, cells belonging to the same VC may
take different routes through this switching network,
which may cause cell sequence disorder. To avoid cell
sequence disorder, this basic HCR switch is intercon-
nected in a hierarchical manner in a three-stage HCR
switch. This means that each basic HCR’s output is
connected to the input of the next stage’s basic HCR.
Therefore, a larger multi-stage HCR network can be
constructed. Because cell resequencing is performed in
a hierarchical manner in each stage in this architecture,
the cell sequence is perfectly conserved at each output
of the three-stage HCR switch. In this way, switching
and cell resequencing are performed at the same time
in the multi-stage HCR switch.

2.2 Performance of HCR Switch

We evaluated the performance of the HCR switch in
terms of average cell transfer delay time by computer
simulation. We assumed a three-stage HCR switch
(switch size: 64 × 64) that is composed of basic HCR
switch elements (switch size: 8 × 8). We also assumed
that cell arrivals at each input ports follows a Bernoulli
process. When the input traffic load is ρ, an incom-
ing cell arrives with probability ρ, during one cell time.
And the probability of no cell arriving is 1 − ρ. The
input traffic is assumed to be homogenous and it is
distributed uniformly among all input ports. And the
destinations of incoming cells are distributed uniformly
among all output ports. Figure 3 shows the average cell
transfer delay performance of the basic HCR switch and
of the three-stage HCR switch. The more the offered
load increases, the more the average cell transfer de-
lay increases. This delay performance is identical to
the conventional performance of an output-buffer-type
switch except for an excess delay time due to the cell re-
sequencing function in the basic HCR switch. This de-
lay time depends on the number of resequencing-steps
in the basic HCR switch. In this simulation, we as-

Fig. 3 Average delay performance of HCR switch.

sumed a single-stage HCR network having 7-step time-
comparison and a three-stage HCR network having 21-
step time-comparison. Therefore, 7 excess cell times
and 21 excess cell time are added to the conventional
output-buffer-type switch. These results show that a
multi-stage HCR switch can achieve 100% throughput
and that its delay performance is identical to output-
buffer switches connected in series, excluding the cell
resequencing delay.

Grouping crosspoint buffers and reducing the num-
ber of transit buffers in the basic HCR switch can
reduce the resequencing delay. In this architecture,
two-phase time-stamp comparison is performed. First,
the time-stamps of grouped-crosspoint are compared.
When a crosspoint that has a cell having the smallest
time-stamp is selected, this crosspoint sends the cell to
a lower transit buffer. In the lower crosspoint, the same
time-stamp comparison is performed and CNTL com-
pares the time-stamps of cells in the transit buffer and
crosspoint buffer. Then resequencing is performed us-
ing the time-stamp-based cell selection algorithm men-
tioned earlier before. Figure 3 also shows the de-
lay performance results for a basic grouped (g = 4)
HCR switch. In this example, four crosspoint buffers
were grouped, and the time-stamp comparison was per-
formed for this group. This grouping reduced the num-
ber of transit buffers from 7 to 1. As a result, the
average resequencing delay time was reduced from 7 to
1. Using this technique we can construct a multi-stage
HCR switch that has a smaller cell transfer delay.

3. WDM Interconnection System with Optical
Router

A multi-stage HCR switch is scalable. However, it
needs a high-speed N×N interconnection system to in-
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Fig. 4 WDM interconnection.

terconnect N basic HCR switches (switch size: N×N).
In this case, the conventional interconnection system,
which uses discrete structures such as high-speed coax-
ial cables, becomes impractical when N approaches
ten. The number of intersections in interconnection
that must be handled per stage is N2, which in this
case is 100. Therefore, combining wide-bandwidth opti-
cal technologies and high-speed electronics technologies
will be the key to overcoming the throughput limitation
of electrical ATM switch systems [8]–[10], because op-
tical interconnection technology offers a breakthrough
in transmission distance, electromagnetic interference,
I/O pin area, and so on. To make an optical inter-
connection system feasible, we need a compact optical
interconnection system that can handle a large number
of high-speed intersections.

As a step toward creating a Tb/s multi-stage HCR
ATM switch system, we propose a WDM interconnec-
tion system that interconnects electrical basic HCR
switches [11], [12]. Figure 4 shows our proposed WDM
interconnection system. This architecture uses N dif-
ferent wavelengths and an N ×N optical router to in-
terconnect N basic switches (N × N) through an op-
tical router [12]. The optical router enables every ba-
sic switch in the front stage to address every switch
in the next stage by using a different wavelength. For
example, a 640-Gbit/s WDM interconnection architec-
ture uses eight different wavelengths to interconnect 80-
Gbit/s basic HCR switches through an 8 × 8 optical
router. Every 80-Gbit/s basic HCR switch in the front
stage can address every 80-Gbit/s switch in the next
stage by using a different wavelength.

The proposed WDM interconnection system is
composed of eight transmitter (TX) blocks, one op-

tical router, and eight receiver (RX) blocks. Each
TX block is composed of eight 10-Gbit/s optical TX
modules, having eight optical sources with different
wavelengths, and one optical multiplexer. And each
TX block transmits a wavelength-multiplexed 8 × 10-
Gbit/s WDM signal. Each RX block is composed of
one optical demultiplexer and eight 10-Gbit/s opti-
cal receiver modules. And each RX block receives a
wavelength-multiplexed 8 × 10-Gbit/s WDM signal.
The optical router at the center of these modules is
composed of an AWGF. This works as an optical router
because its free spectral range is eight times the channel
spacing. This means that this optical router switches
input WDM optical signals to different output ports
depending on their wavelength. And the routing rela-
tionship between the output channel number and wave-
length depends on the input channel number to which
the WDM optical signal is introduced. This is done in
a cyclic manner as shown in Fig. 4. Thus, a basic HCR
switch in the front stage can switch a cell to any basic
HCR switch in the next stage using different wavelength
optical signals. Thus, this 8 × 8 interconnection can
achieve 80-Gbit/s, 8-WDM throughput. Furthermore,
each electronic basic HCR switch is interconnected via
a signal of a different wavelength.

From the system point of view and switch scal-
ability, it is better for the operating clock of each
unit switch to be independent. Therefore, we pre-
pared an independent clock-data-recovery (CDR) cir-
cuit based on a phase-locked loop (PLL) in each 10-
Gbit/s highway. They compensate for the phase dif-
ferences between different 10-Gbit/s highway data. As
a result, we obtained stable cell transmission between
basic switches in different stages.
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This novel system reduces the number of discrete
optical fibers needed and makes system simple to op-
erate and can achieve a total system throughput of
640 Gbit/s using only one optical router.

4. Prototype System of WDM Interconnection

4.1 Wide-Channel-Spacing WDM

To introduce WDM technology into switch interconnec-
tion, the WDM interconnection system must be simple.
The conventional WDM system uses narrow-channel-
spacing WDM, because this increases transmission ca-
pacity and reduces optical loss in a long fiber trans-
mission line. But this requires strict wavelength con-
trol, which makes the WDM system complicated and
reduces the system’s temperature margin. It is better
to widen the passband of the AWGF to attain a wide
temperature margin and eliminate the complex tem-
perature control circuits. But a wide AWGF passband
causes a large frequency error in the optical router, so
wide WDM channel spacing increases the difficulty of
selecting optical sources.

Considering these problems, we designed our sys-
tem to use an AWGF with a wide channel spacing of
525 GHz (center: 193.1 THz (1552.5 nm)). To select
the optimal channel condition, we must make the fil-
ter loss and frequency error small. Figure 5 shows its
loss spectra. The passband of this AWGF (160GHz)
is much wider than that of the conventional AWGF
(20–30GHz). This means that this system can toler-
ate a temperature range seven times as wide as that of
a conventional system, so its temperature circuits can
be simpler. As a result, the total system size can be
dramatically reduced.

4.2 Small 10-Gbit/s Transmitter/Receiver Modules

The proposed WDM interconnection system uses a 64-
byte ATM cell format. In the WDM interface, 64-byte
ATM cells are mapped into a single 10-Gbit/s optical
data signal and in the switch interface 64-byte ATM
cells are mapped into eighteen 622-Mbit/s datalines
(16: data × 32 cycles, 2: frames) and two 622-MHz
clock lines. To achieve stable optical transmission, the
basic HCR switch has coders and decoders in order to
maintain the equilibrium of the signal in the payload of
ATM cells in 10-Gbit/s format.

Figure 6 shows an external view of our new trans-
mitter and receiver modules. Both modules are the
same size: 80 × 120 × 20 mm. This is about one-
twentieth the size of the conventional module [13].
These modules each have a high-speed multi-channel
connector and can easily be connected to another
board. Figure 7 shows the appearance and block di-
agrams of the transmitter and receiver modules. Both
modules consist of a 10-Gbit/s-class high-frequency

Fig. 5 Transmission loss spectrum of wide-channel-spacing
AWGF.

Fig. 6 External view of transmitter/receiver module and new
cooling structure.

printed wiring board (PWB) and a 622-Mbit/s-class
low-frequency PWB. In the transmitter and receiver
modules, the high- and low-frequency boards are ar-
ranged face to face and connected with a fine coaxial
cable. These modules have power dissipation of 9.65
and 22.5 W, respectively. Instead of a conventional ra-
diation fin, a heat pipe is used to conduct heat from
the heat source to a fin inside the duct on the end of
module. Then it is radiated away by push-pull micro-
fans. The heat-pipe structure embedded in the sub-
strate of the module is shown in Fig. 6. Using this cool-
ing method, we can fit the 10-Gbit/s optical transmitter
and receiver functions into a size of 80 × 120 × 20 mm
each with stable operation.

The transmitter uses one silicon bipolar IC, a 16 : 1
multiplexer. This multiplexer IC receives a low speed
(622-Mbit/s × 16) ATM cell datastream and performs
bit-multiplexing to convert sixteen 622-Mbit/s ATM
cell datastreams into one a 10-Gbit/s ATM cell data-
stream. In this conversion, it compares the phase dif-
ference between the input 622-MHz CLK and the di-
vided 622-MHz CLK from the 10-GHz VCO in the
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Fig. 7 Appearance and block diagrams of 10-Gbit/s transmitter/receiver module.

phase-locked loop. Thus it can latch 622-Mbit/s input
data of arbitrary phase at optimum phase conditions
and can multiplex 16 such streams into the 10-Gbit/s
data waveform. To obtain a clear eye pattern with an
EA-DFB laser, a DFF IC reshapes the 10-Gbit/s data.
This DFF IC can attain an output rise time of 40 ps
and an output fall time of 30 ps. Following this IC, a
modulator driver circuit having GaAs FETs amplifies
the signal voltage swing up to 3Vp−p, which is applied
to the multiple quantum well (MQW) optical modula-
tor of EA-DFB laser. To adjust the extinction charac-
teristics of the modulator wavelength dependency, the
driver output is connected to a bias circuit, which can
apply optimum bias to the MQW modulator. The out-
put waveform from the EA-DFB transmitter module
is shown in Fig. 8. A clear eye pattern was obtained
and average optical output power of over 3 dBm was
achieved.

In the receiver module, a transimpedance-type
preamplifier is packaged together with a PIN-PD. Even
though this module is very compact, it can achieve an
8-GHz bandwidth with 52-dBΩ gain. A post-amplifier
MCM amplifies the input signal to the SCFL (0: −1 V)
level. This MCM is composed of a post-amplifier IC
and a limiting amplifier IC. These ICs are fabricated
using GaAs MESFETs. The post-amplifier IC ampli-
fies the input signal linearly and achieves a 16-dB gain
at 8GHz. The limiting amplifier IC achieves a 0.8-
Vp−p output signal at 10 Gbit/s. Clock data recovery
is then done by the PLL circuit, which is composed
of a decision circuit with a phase comparator and an
external low-pass filter and VCO. In this PLL circuit,
the phase comparator is made from an EXOR circuit,
which compares the phase difference between the raw

Fig. 8 10-Gbit/s optical output waveform and output
waveform of ATM cell interface LSI.

input data and the data output from the decision cir-
cuit. The phase error signal is fed back to the VCO via
the low-pass filter. Therefore this system can perform
perfect clock-data-recovery from an input signal with
arbitrary phase. This PLL circuit has a temperature-
compensation circuit and can offset the VCO frequency
error, which depends on temperature. Thus this mod-
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Fig. 9 Overview of optical routing board and system image of three-stage HCR switch.

ule performs stable clock data recovery at junction tem-
peratures up to 70 degrees C. In the 1 : 16 demultiplexer
IC, bit-demultiplexing is performed and sixteen 622-
Mbit/s datastreams and one 622-Mbit/s clock are de-
multiplexed from the 10-Gbit/s data. Then 16 signals
are introduced into the ATM cell interface synchroniza-
tion (wordsync) IC, which is fabricated using silicon
bipolar technology. This IC protects the ATM cell in-
terface between the basic HCR switch and WDM inter-
connection. Using this wordsync IC, 10-Gbit/s optical
signal interconnection is achieved without considering
the ATM cell format because this IC searches for an 8-
bit cell synchronization pattern from 16 input-datalines
every 32 cycles. Once it finds one in its input datalines,
this IC calculates its shift from the ideal ATM cell for-
mat and regenerates the ATM cell signal and the frame
pulse that indicates the head of the cell. This IC has
a triple error protection function, which allows it to ig-
nore a frame error caused by signal jitter until it has
detected the error three times. This mechanism en-
ables stable pattern matching and transparent ATM
cell transmission between basic HCR switches. Fig-
ure 8 also shows the 622-Mb/s ATM cell waveform of
the wordsync LSI. Transparent ATM cell transmission
is confirmed.

4.3 System Performance

Using these modules, we demonstrated the 640-Gbit/s
WDM optical interconnection system. Figure 9 shows
an overview of our newly developed optical rout-
ing board and illustrated the three-stage HCR switch
with WDM interconnection. In this system each
switch module is attached to the backboard and in-
terconnected with the optical router via a different
wavelength. To achieve stable WDM interconnec-
tion, we achieved average optical output power (mark-
ratio=1/2) of over 3 dBm and receiver sensitivity of
−16.5 dBm at a bit error rate of 10−11 (PRBS: 23 N).
Using these modules, we can consider a wide optical
power level diagram having about 20-dB optical power
difference between the front and end of the WDM in-

terconnection system. This optical level margin exceeds
the AWGFs loss, which is the sum of each loss at the
multiplexer AWGF, router AWGF, and demultiplexer
AWGF. As a result, we could construct WDM inter-
connection without using an optical amplifier. This
also simplifies the WDM interconnection system. More-
over, thanks to the sufficient optical power margin and
the wide-channel-spacing AWGF, the developed system
showed stable operation over a wide temperature range.

5. Conclusion

This paper proposed a high-speed multi-stage ATM
switch called a hierarchical cell resequencing (HCR)
ATM switch architecture and WDM interconnection ar-
chitecture. To be non-blocking, the multi-stage HCR
switch uses cell-based routing. Even though cell-based
routing could cause cell sequence disorder at the out-
put of the switch fabric, each basic HCR switch per-
forms cell resequencing at its crosspoint in a hierarchi-
cal manner and conserves the cell sequence order at
its output. A hierarchical cell resequencing network is
used to construct a multi-stage HCR switch. Therefore,
a multi-stage HCR switch performs perfect cell rese-
quencing at each output of the switching fabric. As a
result, a multi-stage HCR ATM switch achieves 100%
throughput performance at any input traffic pattern
without any internal speed-up techniques. Computer
simulation results show that this architecture has sim-
ilar cell transfer delay performance to a conventional
output-buffer-type switch; the only difference is the re-
sequencing delay in the basic HCR switch, but this can
be reduced by grouping crosspoints in the basic HCR
switch.

We also proposed a WDM optical interconnection
system to interconnect a huge number of high-speed
signal effectively using WDM technology and optical
routing technology. Using these technology, we can
construct N × N interconnections with only one op-
tical router AWGF. To confirm the system’s feasibility,
we developed a 640-Gbit/s WDM interconnection sys-
tem. This system uses eight wavelengths, each carrying
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a 10-Gbit/s signal, and 8×8 optical routers to avoid the
interconnection limitation. To eliminate complex tem-
perature control circuits, we used wide-channel-spacing
WDM technology. Broadening the channel spacing to
525 GHz, compared with the conventional spacing of
70–100 GHz, raised the system’s temperature margin
about by seven times compared with the conventional
system. This dramatically reduced the temperature
control circuits and eliminated the need for strict laser
selection. Fully integrated 10-Gbit/s optical transmit-
ter and receiver modules were produced using MCM
technology and an EA-DFB laser. These small mod-
ules are only 80 × 120 × 20 mm each. Using them we
demonstrated stable operation of 640-Gbit/s WDM in-
terconnection on the ATM cell level over a wide temper-
ature range and confirmed its feasibility on the system
level.

The proposed multi-stage HCR ATM switch and
WDM interconnection system is applicable to future
broadband ATM networks.
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