SUMMARY This paper describes a distributed traffic control scheme for large multi-stage ATM switching systems. When a new virtual circuit is to be added from some source line-interface unit (LU) to a destination LU, the system must find an optimal path through the system to accommodate the new circuit. Conventional systems have a central control processor and control lines to manage the bandwidth of all the links in the system. The central control processor handles all the virtual circuits, but have trouble doing this when the switching system becomes large because of the limited ability of the central processor to handle the number of virtual circuits. A large switching system with Tbit/s-class throughput requires a distributed traffic control scheme. In our proposed switching system, each port of the basic switches has its own traffic monitor. Operation, administration, and maintenance (OAM) cells that are defined inside the system carry the path-congestion information to the LUs, enabling each LU to route new virtual circuits independently. A central control processor and control lines are not required. The performance of the proposed system depends on the interval between OAM cells. This paper shows how an optimal interval can be determined in order to maximize the bandwidth for user cells. This traffic control scheme will suit future Tbit/s ATM switching systems.
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1. Introduction

Asynchronous transfer mode (ATM) is expected to yield the best high-speed multimedia infrastructure [1]. Recently, data traffic in the public network has been expanding explosively, thus necessitating an expansion of the switching system. In this situation, ATM networks will require switching systems that can offer Tbit/s throughput in a cost-effective manner [2]–[4].

Most ATM switches today use several single-stage switching techniques. Single-stage switches are relatively simple, but are limited in the number of ports and total throughput that they can support effectively. For large systems, multi-stage switching systems are needed. Three-stage switch architectures using unique basic switch elements are attractive. This is because they can be expanded easily using the same functional blocks [5], [6].

We have previously proposed a scalable 3-stage ATM switching architecture that uses optical WDM (wavelength division multiplexing) grouped links and dynamic bandwidth sharing [7], [8]. The former reduces the number of cables necessary. The latter prevents the statistical multiplexing gain from falling as the size of the switching system increases.

Figure 1 shows the scalable 3-stage ATM switching architecture. Each basic switch has $N$ input ports and $N$ output ports. Each port multiplexes $M$ links corresponding to the $M$ wavelengths that are multiplexed into one optical fiber. The total throughput of this system is $MN$ times that of the basic switch. For example, a system capacity of 5.2 Tbit/s can be achieved using $8 \times 8$ 80-Gbit/s basic switches and 8 wavelengths ($N = 8, M = 8$).

However, multi-stage switching systems need a scheme for controlling traffic. When a new virtual circuit is to be added from some source line-interface unit (LU) to a destination LU, the system must find an optimal path through the system to accommodate the new circuit. Conventional systems have a central control processor and control lines to manage the bandwidth of all the links in the system. The central control processor handles all the virtual circuits, but it has trouble doing this when the switching system becomes large. A large switching system with Tbit/s-class throughput requires a distributed traffic control scheme.

This paper proposes a new distributed traffic control scheme for large multi-stage switching systems in which each port of the basic switches has its own traffic monitor. Operation, administration, and maintenance (OAM) cells that are defined inside the system carry the path-congestion information to the LUs, enabling each LU to route new virtual circuits independently. The performance of the proposed system depends on the interval between OAM cells. This paper shows how an optimal interval can be determined.

The remainder of this paper is organized as follows. Section 2 briefly reviews conventional traffic control schemes for multi-stage switching systems. Section 3 presents a distributed traffic control scheme. Section 4 describes the optimal design, and Sect. 5 concludes the paper.

2. Conventional Traffic Control Schemes for Multi-Stage Switching Systems

Multi-stage switching systems need a scheme for controlling traffic. A 3-stage switching system needs to bal-
Fig. 1 Scalable 3-stage ATM switch architecture using WDM grouped links.

We assume the 2nd-stage switching load. There are two types of traffic control scheme for multi-stage switching systems: those that use cell-based routing and those that use connection-based routing. Here, we assume that the internal link speed between basic switches is not increased. This is because all the same basic switches may be used in the system assuming the modularity of the basic switches.

If the system uses cell-based routing, each cell is routed independently in each input LU. Thus traffic is spread as evenly as possible among all the different paths [3], [9]. Some cells may arrive out of sequence in the wrong order at a output LU because cells belonging to the same virtual circuit may take different paths through the multi-stage switching system. Therefore, cell-resequencing is needed at the output LU. In a conventional cell-resequencing function, cells are time-stamped at the input LUs and the function uses the time-stamp information to reorder the cells arriving at an LU into the correct sequence.

However, the higher the speed of the output link, the harder this cell-resequencing function is to implement. This is because the cell time is shorter. For example, if the link speed of a switching system is 10 Gbit/s, the cell time is only 42.4 ns. This cell-resequencing function will be problematic since it will raise the cost of implementation.

If the system uses connection-based routing, on the other hand, all cells in a given virtual circuit follow the same path through the multi-stage switching system. The system maintains cell ordering directly, but requires explicit path selection. When a new virtual circuit is to be added from some input LU to some output LU, the system must find an optimal path through the system to accommodate the new circuit [10], [11]. Conventional systems have a central control processor and control lines to manage the bandwidth of all the links in the system.

However, conventional systems have trouble doing this when the switching system becomes large. The central processor can only handle a limited number of connections. The centralized control scheme has to find a new path in a very short time, and the system needs to be able to handle a lot of information, such as the traffic characteristics of accommodated connections and their routes. This information is needed to manage the bandwidth of all the internal links. To find a new path, the cell loss ratio must be estimated after a new connection is accommodated. For example, assuming that each LU get 500 requests a second, the average period to find a new path is only 4 $\mu$s in a system with 512 LUs. Within only 4 $\mu$s, therefore, the system has to estimate the cell loss ratio and search for appropriate available routes. To do these heavy tasks, a very high-speed processor would be needed. We think that this centralized control approach would be too expensive. Thus, a centralized control scheme would not allow the switching system to be expanded in a cost-effective manner.

Therefore, we need a new traffic control scheme that does not require the cell-resequencing function used in the cell-based routing and that does not need a central control processor to manage all the links in connection-based routing. A traffic control scheme that works in a distributed manner is required.

3. Proposed Traffic Control Scheme

Our distributed traffic control scheme uses connection-based routing. We think that this scheme can handle CBR (constant bit rate) and VBR (variable bit rate) traffic. Our scheme does not require a central control processor or control lines. Instead, each port of the basic switches has its own traffic monitor. OAM cells carry the path-congestion information to the LUs, en-
abling each LU to route new virtual circuits independently.

One way to estimate the residual bandwidth is to count the cells arriving at a port. We can use an easy-to-implement simple traffic monitor described in [12]. If the traffic descriptors of connections such as average bit rate and peak bit rate are given, we can also employ a bandwidth management scheme [15] instead of the measurement-based estimation scheme. This scheme estimates the residual bandwidth that satisfies the specified cell-loss probability by generating a series of virtual requests for connection. Both of these estimation schemes support VBR traffic take into account statistical multiplexing effects as well as CBR traffic.

The threshold bandwidth, which is defined as $B_r$, is set for the residual bandwidth to judge whether the port is congested, as shown in Fig. 2. $B_r$ is designed by taking into account the traffic characteristics of connections to satisfy QoS of connections and overbooking probability. The overbooking probability will be described in the next section.

Note that we use the term “port” to refer to the port of each basic switch. $B_r$ must be set to an optimal bandwidth. If it is set too wide, the bandwidth assigned by LUs decreases; if it is set too narrow, many cells are lost in the port. Section 4 describes this in more detail.

If the residual bandwidth is lower than the threshold, the congestion-information (CI) bit of arriving cells is set to 1. LUs route virtual circuits using this information. The congestion probability at port $i$, which is defined as $P_c(i)$ is given by the traffic condition and switching system structure.

OAM cells are used in the system to check route performance. An LU has an input module and an output module. A virtual circuit is routed from the input module of a source LU to the output module of a destination LU. There are many routes from the source LU to the destination LU, so forward OAM cells are sent from the source LU along each route in turn. The destination LU returns the path-congestion information using backward OAM cell to the source LU through the reverse route, as shown in Fig. 3. The system does not require control lines because it uses OAM cells.

The CI bit of the OAM cell sent from a source LU is set to 0. If forward OAM cells arrive at a congested port, the CI bit is set to 1. When a load is low, we can assume that each $P_c(i)$ is independent. If a load increases to some degree, we can also assume that it is independent when there are many alternative routes in the system. However, when a load becomes very heavy, the traffic does not follow the Poisson distribution and $P_c(i)$ is not independent. As a first step in this study, we assume that the traffic follows the Poisson distribution and $P_c(i)$ is independent. In the next study, we should take into account the dependence of $P_c(i)$ on the heavy traffic condition. If there are $P$ ports on a route, the worst congestion probability of the route $P_r$ is given by Eq. (1). In Fig. 3, there are 4 ports on a route that may be congested.

$$P_r = 1 - \prod_{i=1}^{P} (1 - P_c(i)).$$ (1)

Each LU sends forward OAM cells along each route every $T_{oam}$ seconds, as shown in Fig. 4. If a route is available, the LU rewrites the routing-lookup table which indicates currently available routes. If a route is congested, it immediately sends an OAM cell along another route. The probability that a route is congested is less than $P_r$. If an LU can not get the backward OAM
cell within a maximum delay time \((T_d)\), the OAM cell is considered to have been dropped or to still be waiting in a long queue. This situation means that the route is not available. In this case, the LU sends an OAM cell along another route.

Each LU is allowed to search available routes \(R\) times. If \(R\) routes are congested, the LU refuses a new requested virtual circuit. We call this a internal blocking. The internal blocking ratio in the system is less than \(P_R\). The maximum time when an LU sends new forward OAM cells until it change the routing-lookup table is \(RT_d\).

We explain how connection admission control (CAC) is executed using the distributed traffic control scheme described above. When a new connection is requested to be connected, the switching system has to check whether cell-loss probabilities at both the external link and the internal links of the switching system after the new connection is accepted are smaller than each specified probability. If both estimated cell-loss probabilities are satisfied with the conditions, the connection is accepted. The check for the cell loss probability at the external link is executed using well-known cell-loss estimation schemes, for example, those presented in [16]–[18], and [19]. For the internal links, on the other hand, each LU manages its own routing-lookup table which expresses whether available routes that satisfied the specified cell-loss probability exist between the source LU and the destination LU. We note that the cell loss probability is taken into account by using the residual bandwidth estimation scheme presented in [12] and [15].

4. Optimal Design Scheme for the Proposed System

Switching systems need to be designed in a cost-effective manner [13]. We should design bandwidth for user cells in a port \((B_{usr} \text{ bit/s})\) to maximize the system efficiency. \(B_{usr}\) is given by

\[
B_{usr} = C - B_r - B_{oam}.
\]  

\(B_{usr}\) depends on the interval \(T_{oam}\) between OAM cells. Figure 5 shows the bandwidth for user cells in a port. If we set it too long, we must set \(B_r\) to a wide bandwidth. But if we set it too short, the bandwidth for OAM cells in a port \((B_{oam} \text{ bit/s})\) increases while \(B_r\) is reduced. We show how an optimal interval between OAM cells can be determined.

If we set \(T_{oam}\) too long, LUs assign many virtual circuits into a currently “available” route that was given when LUs received the last OAM cell. However, before the next available route is given, the currently “available” route may be congested, and it will thus not be an available route. Therefore, the total bandwidth allocated in a port exceeds the speed of the switch port. We say that the port is overbooked [14]. Figure 6 shows the relationship between the residual bandwidth and the overbooking probability. Here, we assume that \(T_d\) is much smaller than \(T_{oam}\) in order to simplify the discussion on the relationship between \(T_{oam}\) and the overbooking probability. We must set the threshold \(B_r\) to an optimal bandwidth to ensure the specified overbooking probability. Here, we assume that \(T_d\) is much smaller than \(T_{oam}\) in order to simplify the discussion on the relationship between \(T_{oam}\) and the overbooking probability. We must set the threshold \(B_r\) to an optimal bandwidth to ensure the specified overbooking probability. This is because if a port is overbooked, many cells are lost in the port. Figure 7 shows \(B_r\) for assuring that the overbooking probability is less than \(10^{-9}\). As \(T_{oam}\) becomes longer, the optimal \(B_r\) becomes...
comes wider. If we set $T_{oam}$ to 1 ms, then $B_r$ must be set to 0.9 Gbit/s, assuming that the rate of connections is 100 Mbit/s. The overbooking probability is estimated by using maximum peak bit rate in terms of a conservative design. However, if we can predict the traffic characteristic of new connections that will requested to be connected, we can design the $B_r$ more effectively due to multiplexing effect of VBR connections. The $B_r$ for VBR traffic is estimated less than that of CBR traffic, as shown in Fig. 8, assuming that a certain cell loss ratio is allowed. If VBR connections and CBR connections coexist, $B_r$ can be designed between the $B_r$ for CBR and the $B_r$ for VBR.

On the other hand, if we set $T_{oam}$ too short, the number of OAM cells in the system increases. $B_{oam}$ is inversely proportional to $T_{oam}$, as shown in Fig. 9. $B_{oam}$ is given by

$$B_{oam} = \frac{2FL}{T_{oam}} \sum_{i=0}^{R} Pr^i$$  

(3)

where $F$ is the cell length in bits and $L$ is the number of output LUs. On the right side of Eq. (3), the coefficient of 2 means both forward and backward OAM cells, and $\sum_{i=0}^{R} Pr^i$ is the average number of transmissions until an available route is found up to a maximum of $R$ times.

$B_{usr}$ has a maximum at a certain value of $T_{oam}$. Figure 10 shows the relationship between $T_{oam}$ and $B_{usr}$. When the rate of connections is 100 Mbit/s, we can maximize $B_{usr}$ (8.6 Gbit/s) if we set $T_{oam}$ to 1 ms.
5. Conclusions

We have proposed a distributed traffic control scheme for large multi-stage ATM switching systems. When a new virtual circuit is to be added from some source LU to a destination LU, the system must find an optimal path through the system to accommodate the new circuit. Conventional systems have a central control processor and control lines to manage the bandwidth of all the links in the system. The central control processor handle all the virtual circuits, but it has trouble doing this when the switching system becomes large. A large switching system with Tbit/s-class throughput requires a distributed traffic control scheme. In our switching system, each port of the basic switches has its own traffic monitor. OAM cells carry the path-congestion information to the LUs, enabling each LU to route new virtual circuits independently. Our system does not require a central control processor and control lines. The performance of the proposed system depends on the interval between OAM cells. We showed how an optimal interval can be determined in order to maximize the bandwidth for user cells. This control scheme will suit future Tbit/s ATM switching systems.
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